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Abstract
The purpose of the work was to evaluate the dosimetric uncertainties of an 
analytical dose calculation engine and the impact on treatment plans using 
small fields in intracranial proton stereotactic radiosurgery (PSRS) for a 
gantry based double scattering system. 50 patients were evaluated including 
10 patients for each of 5 diagnostic indications of: arteriovenous malformation 
(AVM), acoustic neuroma (AN), meningioma (MGM), metastasis (METS), 
and pituitary adenoma (PIT). Treatment plans followed standard prescription 
and optimization procedures for PSRS. We performed comparisons between 
delivered dose distributions, determined by Monte Carlo (MC) simulations, 
and those calculated with the analytical dose calculation algorithm (ADC) 
used in our current treatment planning system in terms of dose volume 
histogram parameters and beam range distributions. Results show that the 
difference in the dose to 95% of the target (D95) is within 6% when applying 
measured field size output corrections for AN, MGM, and PIT. However, for 
AVM and METS, the differences can be as great as 10% and 12%, respectively. 
Normalizing the MC dose to the ADC dose based on the dose of voxels in a 
central area of the target reduces the difference of the D95 to within 6% for all 
sites. The generally applied margin to cover uncertainties in range (3.5% of 
the prescribed range  +  1 mm) is not sufficient to cover the range uncertainty 
for ADC in all cases, especially for patients with high tissue heterogeneity. 
The root mean square of the R90 difference, the difference in the position 
of distal falloff to 90% of the prescribed dose, is affected by several factors, 
especially the patient geometry heterogeneity, modulation and field diameter. 
In conclusion, implementation of Monte Carlo dose calculation techniques into 
the clinic can reduce the uncertainty of the target dose for proton stereotactic 
radiosurgery. If MC is not available for treatment planning, using MC dose 
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distributions to adjust the delivered doses level can also reduce uncertainties 
below 3% for mean target dose and 6% for the D95.

Keywords: proton stereotactic radiosurgery, analytical dose calculation, 
Monte Carlo, small field dosimetry

(Some figures may appear in colour only in the online journal)

1. Introduction

Accurate planning and delivery in proton SRS (PSRS) remains challenging due to small target 
volumes and typically high doses delivered in just one or two fractions. A critical factor is 
the accuracy of the dose calculation method. The primary goal of analytical dose calculation 
algorithms (ADC) used for treatment planning is to provide fast computation with clinically 
acceptable uncertainty. However, approximations are required in order to enable fast calcul-
ations. This generally means the effects of multiple Coulomb scattering (MCS) are not taken 
into account correctly (Grassberger et al 2014, Schuemann et al 2015). Furthermore, scat-
tering at the aperture and aperture thickness are typically not taken into account as they are 
generally modeled as binary 2D objects. The impact of these effects is likely most significant 
when treating with small fields. With decreasing aperture size and increasing beam range in 
patients, the scattering in small fields results in a decrease in dose along the central axis of the 
Bragg peak due to lack of lateral equilibrium. This effect has been experimentally quantified 
for various aperture sizes and SOBP (spread-out Bragg peak) configurations leading to a clini-
cally applied output factor (OF) adjustment to compensate for the loss of lateral equilibrium 
(Daartz et al 2009). The procedure is used to determine field specific calibrations of the moni-
tor unit (MU) to the prescribed dose in the clinic.

Monte Carlo (MC) simulations are the gold standard for proton dose calculations and can 
accurately describe such effects (Perl et al 2012, Paganetti 2014, Guan et al 2015). Proton MC 
simulations have been widely used to assess the uncertainty for dose calculations with analyti-
cal methods (Bednarz et al 2010, Grassberger et al 2014, Schuemann et al 2014, 2015). MC 
simulations do not account for uncertainties in patient setup or conversion from CT Hounsfield 
Units to materials (Paganetti 2012). While the dominating factors for differences in dose dis-
tributions between MC and ADC for typical (larger) treatment fields arise from MCS and loss 
of secondary particle equilibrium, for small fields the scattering effects will be magnified due 
to the loss of primary charged particle equilibrium.

There are two consequences of the differences between ADC and MC, i.e. the delivered 
target dose and the uncertainty in the predicted range (Schuemann et al 2014, 2015). This work 
aims to understand and quantify these limitations for small fields in more detail and assess 
whether MC can be used to improve on the clinically used output factor and the accuracy of the 
dose estimation. We investigated correlations between differences in range and absolute target 
dose as a function of the prescribed range, thickness of the range compensator, field diameter, 
and heterogeneity for intracranial PSRS patients for a gantry-based double scattering beamline.

2. Materials and methods

2.1. Patient cohort and treatment planning

The patient cohort consisted of 50 patients (10 patients from 5 indications) who were 
treated using a gantry based double scattering system. Patients were sorted into groups 
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with respect to indication (i.e. arteriovenous malformation (AVM), acoustic neuroma 
(AN), meningioma (MGM), metastasis (METS), and pituitary adenoma (PIT)). The sig-
nificance of clinical diagnosis in our study is not based on target histology but rather 
physical properties of the target (i.e. location and size) as well as indication-specific treat-
ment planning strategy (i.e. range and lateral margins). All clinical treatment plans were 
prepared using CMS XiO (Elekta, Stockholm, Sweden). The analytical dose calculation 
(ADC) algorithm in XiO is based on a pencil-beam approach (Hong et al 1996). It should 
be noted that treatments for AVMs and METs are planned without (AVM) or with small 
(METS) lateral margins for the target.

Prescribed doses are delivered using an output factor describing the relation between 
observed monitor units and delivered dose (Kooy et al 2005). This output factor (OF) is deter-
mined experimentally or theoretically considering a large open field without a patient specific 
aperture impinging on a homogeneous water phantom. While this is common practice for 
large fields, for clinical practice with small fields the prescribed monitor unit (MU) is modified 
to compensate for the decrease in dose due to loss of lateral equilibrium by an OF correction 
based on experimentally determined parameters (Daartz et al 2009). The OF correction is 
applied to the MUs to match the delivered dose to the (prescribed) ADC dose. Table 1 sum-
marizes the prescription and the beam information of the patient cohort.

2.2. Monte Carlo dose calculation and data analysis

Monte Carlo dose calculations were performed with the validated MC simulation tool-
kit TOPAS (Perl et  al 2012, Testa et  al 2013), which is based on the MC toolkit Geant4 
(Agostinelli et al 2003). The OF adjustment was applied to the MC computed dose in the same 
way as done clinically with the prescribed MU to simulate clinical practice.

A measure of the range differences was determined comparing renormalized dose distribu-
tions. Normalized MC doses were derived by matching the MC dose distribution at the center 
volume of the treatment field to the dose predicted by the ADC. Averaging the dose in a well-
defined high-dose (target) region was done to determine the normalization factor (NF). The 
center of the target volume was defined as half the lateral width of the 90% dose in beams 
eye view (BEV) and the central part of the SOBP defined by the prescribed range (R) and 
the modulation width (M) as (R  −  0.75M, R  −  0.25M). The ratio of the mean values (ADC 
divided by MC) defines the normalization factor applied to the MC dose distributions. In the 
results section we refer to this normalized distribution as NORM. Comparisons between ADC 
and MC were categorized using dose and range as follows.

Table 1. Median value and range of values for various treatment properties and analysis 
results for each diagnostic indication.

Diagnostic indication AVM AN MGM PIT METS

No. of patients 10 10 10 10 10
No. of beams 45 31 35 33 55
Range of prescribed 
ranges (mm)

96  
(75–127)

111  
(88–170)

108  
(80–162)

111  
(88–170)

84  
(50–158)

Range of prescribed 
modulation width (mm)

20  
(15–58)

20  
(15–44)

23  
(15–55)

21  
(16–35)

15  
(13–50)

Range of the maximum 
thickness of the 
compensator (mm)

16.3  
(6.6–47.3)

12.2  
(5.4–32.5)

23.9  
(10.6–55.7)

15.9  
(7.5–26.8)

26.8  
(7.5–64.9)
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2.2.1. Dose. Differences were calculated using dose-volume-histogram (DVH) parameters 
for target volumes and selected organs at risk (OARs). The DVH parameters were compared 
by extracting the mean (Mean) and the maximum dose that covers 2%, 50%, 90% and 95% of 
the target volume (D2, D50, D90 and D95, respectively).

2.2.2. Range. Voxel-by-voxel root-mean-square differences (RMS) were determined for 2D 
range-profiles (Schuemann et al 2014). R90, the distal point where the dose falls off to 90% of 
the prescribed dose. RMS of the range difference is calculated by estimating the root-mean-
square of the range difference in each voxel of the 2D range difference map from the beam’s 
eye view of each beam.

Differences in dose and range were analyzed with respect to various parameters as follows:

 • Normalization factor: The normalization was applied after adjustment for the OF in order 
to have the central part of the treatment field agree between MC and ADC (‘NORM’; see 
above).

 • Field diameter: The diameter of the treatment field defined as the diameter that would be 
necessary for a circular target area of the same size as the target in beam’s eye view. As 
most fields in SRS have a nearly circular aperture, this is a reasonable approximation of 
the treatment field size.

 • Range compensator maximum thickness (RCmthick): Due to the small size and regular 
shape of most treatment volumes, this value is a good approximation for the overall thick-
ness of the range compensator. In some cases, the compensator thickness was increased 
to either reach a minimum range threshold or achieve a clinically acceptable dose rate.

 • Prescribed range (R): The prescribed range is the R90 that the ADC expects if the treat-
ment fields were to be delivered in a water phantom without beam shaping devices (such 
as apertures and range compensators).

 • Modulation width (M): The modulation width of the SOBP (from distal R90 to the prox-
imal 98% dose falloff) that the ADC expects if the treatment field were to be delivered in 
a water phantom without beam shaping devices.

 • Heterogeneity index (HI): The HI (Pflugfelder et  al 2007) has been applied to small 
fields previously (Bueno et al 2013). The HI is a measure of density heterogeneities in 
the patient geometry. High-density gradients lateral to the beam direction cause high HI 
values. We follow a definition of the HI similar to the one used in Bueno et al (2013). In 
this study, we used a HI normalized to be between 0 and 1 considering heterogeneities at 
each step (i.e. per voxel) in beam direction. The HI for one beam is defined as the median 
of the indices for all pencil kernels i:

[ ( )]
/
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∼
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1 2
 (1)
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Here, Ri is the water equivalent range ( )R90i  beyond the range compensator. The HIik is com-
puted as the sum of the square differences between the relative stopping power ( ( ))S x y z, ,i j krel  
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of the surrounding points on the x-y plane and ( )S x y z, ,i j krel  of the central axis of the kernel, 
weighted by the lateral fluence distribution ( )φ x y z, ,i j j k . ( )T zi k  is the set of sampling points in 
the x-y plane at depth zk.

3. Results and discussions

3.1. Dose to the target

The ADC can be expected to always overestimate the target dose by 1–2% because of insuf-
ficient consideration of the loss of primary and secondary transverse equilibrium in the patient 
even for large fields (Schuemann et al 2015). Similar differences would be expected for small 
fields if the OF adjustment is sufficient. Figure  1(a) shows the differences (MC-ADC) of 
DVH-based indices, i.e. the mean dose, D95, D50, and D02, of the target for each treatment 
group. The DVH indices are nearly all negative, i.e. the delivered (MC) doses are less than 
predicted by the ADC. The differences in D95 vary by treatment site and are as high as 6% 
(AN)–18% (METS), reflecting the different planning strategy of no or only small margins for 
AVM and METS. Figure 1(b) illustrates the effect of applying the small fields OF correction 
as used in clinical practice. Now the DVH indices generally agree within 5% for the treatment 
groups of MGM, AN and PIT. However, for AVM and METS, the mean dose loss can still 
be as high as 11% while the decrease in D95 can be as high as 12%. Applying the treatment 
field-specific normalization factor (NORM) as determined by MC reduces the overall differ-
ence of D95 to less than 6% and the mean dose to less than 3% for all sites, see figure 1(c). 
This demonstrates that the OF adjustment, a correction for lateral disequilibrium due to small 
apertures, is not always sufficient to correct for general shortcomings of ADC in a complex 
patient geometry. The difference in dose is more significant for small fields because of the 
general lack of equilibrium, i.e. the disequilibrium at the lateral ends of the field can even 
affect the center of the target volume.

There are several reasons for the general overestimation of dose by the ADC even after 
the OF adjustment if no normalization is used (see figure 1), in particular for the group of 
AVM and METS. First, the difference in the plan design as (lower margins) results in more of 
the low dose region that is affected by the loss of lateral equilibrium being inside the target. 
Second, some AVM and METS are small and shallow targets, requiring extra range compen-
sator thickness in order to reach the minimum deliverable range and the minimum acceptable 
dose rate. Figure 2 shows the relation between the field diameter, prescribed range, the thick-
ness of the range compensator and the normalization factor, and the difference of the mean 
target dose between ADC and MC. ADC increasingly underestimates the loss of target dose 

AN PIT MGM AVM METs AN PIT MGM AVM METs AN PIT MGM AVM METs

Figure 1. Difference between ADC and MC for target DVH-related parameters (i.e. 
mean, D95, D90, D50, D02) (a) without corrections, (b) after the OF adjustment to the 
MC dose and (c) also including the normalization factor (NF) correction to the MC 
dose.
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for shallow targets with thick range compensators and small field sizes. This could be attrib-
uted to the insufficient consideration in range compensator scattering in the ADC, especially 
with smaller field diameter.

Figure 3 shows an example beam of the METS patient with the largest normalization  factor, 
i.e. 1.134, which means the total dose calculated by MC was 13.4% lower than that predicted 
by ADC for the central voxels even after applying a 4.6% OF adjustment. The ADC generally 
underestimates scattering effects resulting in the pattern observed in the dose difference plot 
in figure 3(c) and also figures 4(c) and (f) (the dose distribution for a PIT case). The increased 
scattering causes more protons to be scattered out from the high dose region to the penumbra. 
The resulting lateral disequilibrium causes a dose lower than predicted in the central region, 
surrounded by a ring of higher than predicted dose. The high-dose ring is the sum of an MCS 
dose ring and the secondary dose halo. The size of this effect depends on the field size and 
beam parameters.

Figures 3(d) and (e) illustrate differences in MC and ADC dose profiles as well as the two 
normalization regiments used in this analysis. First we apply the clinically used OF (dotted 
line) to the MC dose to describe the clinically delivered dose. In the second step, we normal-
ize the OF-corrected dose distribution in the central region (indicated by vertical lines) to the 
dose distribution expected by ADC. This latter factor is the field specific normalization factor 
(NORM) and results in the average dose in the central target region to be the same for MC and 
ADC. The normalized distribution represents the best dose that can be achieved with a simple 
scaling factor. Since this does not address the differences in the shape of the dose distributions 

Figure 2. The relation between the normalization factor and three beam parameters. 
In (a), each data point with a color represents the value of the normalization factor for 
each beam with respect to range, field diameter and the thickness of range compensator 
in a 4D manner. (b) and (c) 3D relationship between the normalization factor and the 
beam parameters.
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using such an MC derived scaling factor can result in a slight hotspot at the field center and 
does not fully resolve the cold regions in the lateral penumbra.

3.2. Dose to normal tissues

Organs at risk often see increased dose levels compared to the ADC predicted doses due to 
scattering effects. Figure 4 shows the dose distribution and the DVH of a typical PIT case. The 
target doses as predicted by ADC and MC for this case agree well but the doses to the organs 
at risk show an underestimation by ADC for the chiasm, optic nerves and the brainstem. It 
is important that these uncertainties be factored into the treatment planning approach, for 
instance by reducing planned doses to OARs. We did not find any case where the OAR dose 
exceeded the clinical constraints due to our standard precautions given the potential dosimet-
ric uncertainties. Our clinical practice is to use conservative dose constraints, including dose 
limits of optic pathway structures  ⩽8 Gy(RBE) and brainstem surface  ⩽12 Gy(RBE).

3.3. Range

Figure 5 shows box plots of the RMS of the R90 range difference (R90 RMS) for each site. 
The analyses for negative and positive values focus on shorter (underestimated) and longer 
(overestimated) ranges predicted by the ADC. For the box plots, the center mark is the median 
value of the R90 RMS, the edges of the box are the 25th and 75th percentiles and the whiskers 
extend to the most extreme data points not considering outliers. Outliers are defined as those 
points that are greater than 75th percentiles  +  1.5 × (75th percentiles  −  25th percentiles) or 
less than 25th percentiles  −  1.5 × (75th percentiles  −  25th percentiles), and are shown as red 

Figure 3. Example of the dose distribution calculated by ADC (a), MC with only the 
OF adjustment factor applied (b), and the difference (MC-ADC) (c). The illustrated 
treatment field enters from the left side after passing through aperture and compensator. 
The lateral (d) and depth (e) dose profiles show the two normalization steps. The vertical 
blue lines in d and e represent the area being used for normalization.
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dots. The notch represents the 95% confidence interval of the median value. The RMS of posi-
tive R90 is generally smaller than the negative RMS, which indicates that ADC mostly over-
estimated the ranges of the beams, i.e. the actual delivered dose falls off earlier than predicted. 
The RMS R90 for PIT has the largest median. This is due to the target being located close to 
the nasal cavity resulting in the beam stopping in a highly heterogeneous patient geometry. 
The other four groups have similar behavior in range differences. The median value of the 

Figure 4. Example of the underestimated dose to the organ at risk for a PIT patient. 
(a)–(c) Transverse and (d)–(f) sagittal plane of the dose distribution and the difference 
calculated by ADC and MC. (g) Differences between the two methods in the DVH after 
OF correction.

Figure 5. Box plot of the R90 (MC-ADC) RMS for each site, (a) for R90 RMS, 
(b) for R90 RMS considering only positive values (range overestimated by ADC), and 
(c) for negative values (range underestimated by ADC).

C Geng et alPhys. Med. Biol. 62 (2017) 246
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R90 RMS is 4.1 mm, and the maximum RMS is in this cohort of 50 patients was found in the 
AVM group with 9.4 mm.

Figure 6 shows the relationship between the prescribed range and the R90 RMS. Each 
point represents the R90 RMS for a single treatment field. The dashed green line indicates 
the reference line of the clinically used range margin (3.5%  +  1 mm). This margin definition 
assumes a linear correlation of R90 RMS with the prescribed range. However, we found no 
significant correlation for small fields. R90 RMS seems to be correlated stronger to other 
parameters of the treatment plan. For instance, for lesions in the PIT class, treatment plans 
are typically designed with three fields, i.e. two lateral fields and a posterior–superior field. 
Although the lateral beams have a smaller prescribed range, they can encounter higher density 
heterogeneities along the interface of the bone and the nasal cavity, e.g. see figure 4(a). Also 
for the posterior–superior field, smaller modulation widths were observed, which contribute 
to a smaller R90 RMS; the correlation of modulation width with R90 RMS will be further 
discussed in the following section. For METS, the spread in R90 RMS for the same range is 
much larger than the correlation with range. For small fields, patient geometry plays a bigger 
role in range uncertainties than the overall prescribed range, which is used to determine range 
uncertainty margins.

Figure 7 shows the correlation between the HI and R90 RMS relative to the prescribed 
range. Table 2 summarizes the Spearman’s correlation coefficient and p-value of the coef-
ficient for each beam parameter correlated with R90 RMS (relative to the prescribed range). 
The positive and negative values of the correlation coefficient in the table represent that R90 
RMS increased/decreased with the beam parameter. Significant correlation (Spearman’s 
p-value  <  0.05) was found between HI and R90 RMS (relative to the prescribed range) for 
all sites. While a correlation of R90 RMS and HI can be seen independent of the treatment 
group (see figure 7 and table 2), the spread in the data points suggests that other factors have 
an impact on the accuracy of range prediction as well, e.g. field diameter, range compensator 
and modulation. Smaller field diameters tend to cause larger R90 RMS because the loss of 
lateral equilibrium is enhanced at the field edges. Smaller fields have a larger surface (edge) to 
volume ratio (thus the root mean square is larger).

The modulation width (M) shows significant correlation to R90 RMS for all the sites. This 
can be attributed to two reasons. First, due to the increasing loss of dose in the center of the 
treatment field for very small field sizes, the SOBP is becoming tilted. When the treatment 
field was normalized to the center of the ADC SOBP, a larger modulation results in the tilt of 
the SOBP to have a larger effect on the R90. Second, as pointed out in previous studies (Titt 
et al 2008, Daartz et al 2009), for small field dosimetry the measurable scattered dose from 

Figure 6. Relationship between the R90 RMS and the prescribed range, (a) for R90 
RMS, (b) for R90 RMS considering only positive values (range overestimated by 
ADC), and (c) for negative values (range underestimated by ADC). The dashed green 
line indicates the reference line of the clinically used range margin (3.5%  +  1 mm).
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the beam specific shaping device, such as the collimator and the range compensator, is not 
negligible. With larger modulation, an increased number of scattered protons will contribute 
dose to the point for normalization, which could affect the range difference as a consequence.

4. Conclusion

Dose calculation for small fields in proton therapy continues to provide challenges. Effects 
such as aperture scatter, multiple-Coulomb scattering and secondary dose halo have a more 
drastic impact on dose distribution characteristics the smaller the cross section of the beam. 
Inaccurate modeling of scatter and primary fluence loss in the range compensator poses an 
additional problem. For small fields, there is not one dominating effect—for most accurate 
results, all must be considered. Capturing all contributing physical effects is challenging for 

Figure 7. Correlation between the R90 RMS and the heterogeneity index (a) for all 
sites, (b) for AVM, (c) for AN, (d) for PIT, (e) for MGM, and (f) for METS, respectively. 
The RMSE is shown in % of the prescribed range.

Table 2. The Spearman’s correlation coefficient and p-value of the coefficient between 
beam parameters with the R90 RMS (relative to the prescribed range). Positive/negative 
values of the correlation coefficient mean that the R90 RMS is increased/decreased with 
the beam parameter.

Diagnostic 
indications AVM AN PIT MGM METS

Heterogeneity 
index

  +  0.630  
(0.000)

  +  0.700  
(0.000)

  +  0.531  
(0.002)

  +  0.542  
(0.002)

  +  0.292  
(0.030)

Field diameter −0.177  
(0.243)

−0.273  
(0.137)

−0.562  
(0.001)

−0.036  
(0.839)

−0.217  
(0.112)

Maximum 
thickness of the 
compensator

  +  0.448  
(0.002)

  +  0.397  
(0.027)

+0.339  
(0.053)

  +  0.380  
(0.024)

−0.153  
(0.264)

Prescribed 
modulation width

  +  0.402  
(0.006)

  +  0.588  
(0.001)

  +  0.441  
(0.010)

+0.282  
(0.101)

  +  0.372  
(0.005)
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analytical dose engines. Therefore, small field dosimetry lends itself to investigation using 
Monte Carlo simulations.

In this study, we examined the accuracy of an analytical dose calculation algorithm (ADC) 
with respect to predicting dose and range for treatment planning of proton stereotactic radio-
surgery (PSRS). Our results show that ADC dose calculations with (without) output fac-
tor corrections provide an estimate of D95 for PIT, MGM, and AN within 6% (9%) and, 
due to smaller planning margins, to within 11% (18%) for AVM and METS for treatments 
using small field diameter and thick range compensators. By applying a simple scaling factor 
obtained from Monte Carlo simulations the inaccuracies can be reduced to be within 6% for 
the D95 of the target for all sites.

It should be noted, that different institutes use different dose calculation algorithms, some 
performing better for small fields than others. Accordingly, output factor correction methods 
vary, and sometimes are deemed not necessary. Caution is still indicated—our results show 
that conclusions drawn from single point measurements in water, as they are typically per-
formed to assess small-field computation accuracy, are oftentimes insufficient to characterize 
target coverage. In-patient heterogeneity and dose-loss at the field edges significantly affect 
the dose distribution, and may be missed by single-point measurements in water.

The root mean square of the R90 difference, the difference in the position of distal falloff 
to 90% of the prescribed dose, is affected by several factors. A correlation with the prescribed 
range was not observed as the range differences were dominated by the patient heterogeneity, 
the modulation width and the field diameter. Consequently, the generally applied margin to 
cover uncertainties in range (3.5% of the prescribed range  +  1 mm) is not sufficient to ensure 
full target coverage, most notably at the field edges. To guarantee the target coverage, margins 
should be adjusted accounting for the specifics of each treatment field delivery and the patient 
heterogeneity along the beam path. It might be beneficial to assign a range margin for PSRS 
patients not based on range, but instead based on the field diameter, heterogeneity and modu-
lation width. Avoiding the use of thick range compensators, when possible, would further 
reduce the uncertainties. The discrepancies observed for single fields are also often mitigated 
by the utilization of multi-field treatment.

Note that the results in this study are generally applicable in all scatter systems considering 
the common scattering pattern inside the patient and in the beam shaping devices. However, 
the small size of the targets and delivery fields increase the relative size of the observed effects.
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