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Abstract—In monitoring scenarios for material processing and 
accident status evaluation, high-speed X-ray imaging at the 
microsecond or even nanosecond level is utilized. Real-time, long-
term high speed x-ray image processing is difficult to realize with 
existing technology; main limitations are detector system structure 
and the need for high-speed transfer and storage of a large number 
of digital signals. Therefore, this paper proposes an irradiated 
photoelectric neural network for high-speed real-time X-ray image 
recognition based on a pixelated radiation detector. We use a SiPM 
coupled scintillator to realize this pixelated radiation detector. The 
weights of a neural network are mapped to the bias voltage of SiPM 
pixels, so that the SiPM array itself constitutes a neural network. By 
analyzing the output signals of an array of SiPMs, X-ray image can 
be recognized in real-time. The whole process does not involve 
complicated digital circuits and digital signal processing. The 
feasibility of the method was verified by experiments. As the initial 
stage of the study, we achieved an X-ray image recognition speed of 
500,000 frames per second. The simplicity and innovation of this 
detector fully demonstrate its future application prospects. It is 
especially suitable for applications that require long-term 
continuous monitoring of radiographic images and immediate 
feedback of results, such as online monitoring of high-speed material 
processing, observation of the cosmic environment and other 
continuously changing scenes of X-ray images. 
 

Index Terms—SiPM, Real-time image recognition, X-rays, 
Photoelectric neural networks 
 

I. INTRODUCTION 

HERE are demands to get internal information of objects in 
a very short time in laser processing defect observation 

[1][2], battery thermal runaway observation [3], fuse blowing 
observation [4], and ballistic analysis [5]. At present, offline 
analysis by using high-speed X-ray imaging is the main 
observation method in these demands. The imaging speed of 
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most high-speed X-ray imaging is in the microsecond to 
millisecond scale of a single X-ray image [3][6]. On the one 
hand, the imaging speed of X-ray imaging has much room for 
improvement, so there is much research on this topic [6][7]. On 
the other hand, even though the single imaging time can be 
controlled to nanoseconds, there are still limitations in the 
continuous imaging for a long time, which makes it difficult to 
monitor the exact timing and phenomenon outside of the 
predetermined time frame. 

In fact, getting images to achieve such observation needs is 
unnecessary if there are enough technical means. Because 
image analysis is only a medium to get the information of the 
objects’ location, material’s pore size, accident generation time, 
etc. Existing methods to get this information are mainly indirect 
monitoring like sound and ultrasonic [8][9]. X-ray image is a 
more direct approach, but it can only be used for off-line 
analysis. The ultimate goal is to extract useful information from 
the image. Therefore, it is necessary to bypass the X-ray 
imaging step and develop new methods or detectors which can 
sense X-ray image information in real-time on a smaller time 
scale for long-term observation and can feed back observation 
results directly. 

By analyzing the current high-speed X-ray imaging detector 
system, it can be found that the limitations of the speed of X-
ray imaging are caused by data explosion which produces the 
need to process and store a large number of digital signals in a 
short time. A complete high-speed X-ray imaging system 
includes functional modules such as a scintillation screen, 
image sensors (CCD/COMS), signal readouts, signal 
processing, and image reconstruction. And, to handle complex 
images, various image recognition algorithms have been 
developed in recent years as follow-up modules of X-ray 
images[10][11]. Under this imaging system structure, the main 
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means to improve imaging speed is to develop scintillators with 
higher luminous efficiency and faster decay time [6], pixel 
array detectors (PADs) with faster imaging speeds, and signal 
readout circuits with higher frequency [12][13][14], or 
optimizing the optical design [15]. Advanced high-speed X-ray 
imaging detector systems through this approach has been able 
to capture single images within one hundred nanoseconds. 
Although the theoretical imaging speed can reach 10 million 
frames per second, the finite number of sequential images 
makes it incompatible with continuous imaging for long periods 
of time. And with the image recognition algorithm used after 
image storage, the speed of obtaining information on images 
will be much slowed down. As a result, many studies could only 
take a few key frames into X-ray images for offline analysis 
[1][2].  

Predictably, the performance of high-speed X-ray imaging is 
difficult to be improved on the existing basis, as the traditional 
von Neumann system by Moore's law approaches its physical 
limits. So now, significant efforts are being devoted to 
developing systems that are different from traditional optical 
imaging methods [16][17], especially in some imaging systems 
that imitate biological structures [18-21], which are expected to 
overcome the problems of data storage and imaging speed. This 

provides an attractive development direction for improving the 
speed of acquiring X-ray image information. 

In this study, a high-speed real-time X-ray image recognition 
system based on a pixelated radiation detector is tested for the 
first time, and the detector constitutes an ANN that can sense 
and recognize projected X-ray images at the same time. We use 
a silicon photomultiplier (SiPM) coupled scintillator to realize 
this pixelated radiation detector. The overall structure of the 
detector is simple, without complicated digital signal 
processing and storage circuits, and the X-ray image objects can 
be recognized by the detector’s output signal. 

 

II.  PRINCIPLES 

Here we will show the basic implementation of the detector. 
We use a SiPM coupled scintillator to build the detector called 
radiation photoelectric neural networks (RPNN). When X-rays 
irradiate objects which need to be recognized, the X-ray passing 
through the object will show a certain X-ray image. The RPNN 
detector has several output signal channels. And the channels 
of this RPNN detector will output a specific signal after 
detecting the X-ray image. Therefore, the object can be 
recognized by this signal, as shown in figure 1(a). 

Fig. 1.  Schematic of the radiation photoelectric neural networks detector. (a). The basic implementation process of the RPNN. X-ray irradiates the objects and the 
objects will be recognized according to the output signal of the RPNN detector. (b). The architecture of RPNN as a classifier. And 𝑓(𝐼) represents the off-chip 
output activation function. (c). The structure of the detector array. Each part is consistent with the meaning of the same color in (b). M subpixels S constitute an 
image pixel P, and S of the same color are connected in parallel to form an output signal, resulting in a total of M output signals. 
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Figure 1(c) illustrates the schematic of the RPNN detector, in 
which each detector pixel represents a subpixel called S, and M 
subpixels constitute an image pixel P. For an image with N 
pixels, M×N subpixels are present on the detector array. 
Similarly, figure 1(b) shows the ANN that is used to implement 
image recognition in the detector. The input layer is composed 
of N input image pixels P, each of which is summed in the fully 
connected layer after weight HNM calculation, and then reaches 
the output layer which consists of M output nodes through a 
nonlinear activation function 𝑓(𝐼). That makes the number of 
weights H = M×N which is the same as the number of subpixels 
on the detector array. Correspondingly, there are M output 
current channels in the detector array to equal with output layer 
nodes in the ANN. By paralleling the output signals of the same 
color of SNM in the array according to Kirchhoff's law, the output 
current signal IM can be analogous to the summation process of 
the ANN after the fully connected layer. Therefore, through 
mapping the weight HNM of the ANN to the detector array, the 
ANN in figure 1(b) can be transferred to the RPNN detector, to 
directly realize the object image recognition. 

A SiPM is a photomultiplier device, whose output signal 
amplitude is influenced by its bias voltage [22], and a higher 
bias voltage corresponds to a larger output signal amplitude for 
a given input. X-rays are converted into optical light of a 
specific wavelength by the scintillator and then the current is 
generated by SiPM. Setting the bias voltage of each SiPM pixel 
individually can produce current signals of different amplitudes 
when the input remains the same. We calibrated the relationship 
between the output signal amplitude of each SiPM’s pixel and 
the bias voltage, as shown in figure 2. The ordinate is voltage 
because we used an amplifier and observed it on an oscilloscope, 
which made an I-V conversion process. As the voltage 
increases, the amplitude of the output signal increases almost 
linearly. The trend of 16 pixels signals is consistent, with no bad 
pixels. It could be seen that only two pixels were slightly 
different from all pixels. They are A-2 and A-4. This may be 
caused by the manufacturing difference. Then, by establishing 
the corresponding relationship between SiPM bias and neural 
network weight, the above ANN can be realized on the SiPM 

array. This correspondence requires only a linear mapping of 
weights and bias voltage. In this situation, SiPM acts as a 
single-layer perceptron. 
 

III. RPNN TRAINING 

To verify the principle, a 4-input, 4-category network was 
constructed and four 2×2 patterns called A, B, C, and D were 
set in the computer as shown in Figure 3(a), and the bright and 
dark levels were the same for every pattern in original. To 
ensure that the training is close to the real situation, and to 
augment the amount of training data, the Gaussian noise and 
crosstalk noise that would be generated in the actual process 
were considered. Noise with signal-to-noise ratios (SNRs) of 5, 
3, and 2 were added respectively in the four patterns, thereby 
generating 400 input images (100 images per pattern) for every 
SNR. Weights were constrained between 0 and 1 during 
training and one-hot encoding was adopted, which means only 
one output neuron was activated for each pattern.  

The softmax function was selected as the activation function 
of the output node as 

𝑓 (𝐼) =
∑

                               (1) 

where 𝜉 = 10 𝐴  is the scaling factor that ensures all values 
of the activation function 𝑓 (𝐼) reach a standard probability 
distri bution and their sum is 1. The loss function in training 
used the cross-entropy function which has good performance in 
classification problems:  

𝐿 = − ∑ 𝑦 log[𝑓 (𝐼)]                        (2) 

where 𝑦  is the label (0 or 1) and M is the classification number, 
for M = 4 in this paper. The initial values were obtained by 
pseudo-random numbers, and the weights were updated by 
backpropagation of stochastic gradient descent in each training 
session, with a learning rate of 0.1 [23]. Given the simplicity of 
the network and to achieve the best training result as soon as 
possible, a learning rate attenuation coefficient was set to 0.99. 

Fig. 2. (a) Relationship between output and bias voltage of 16 pixels; (b) Location distribution of 16 pixels. 
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All images are divided into a training set and a test set with a 
ratio of 8:2 to ensure that the network is not over-fitting. 

Figure 4(a) and 4(b) show the curves of image recognition 
accuracy and loss convergence curve under different SNRs, 
from initialization to epoch 100. No matter the amount of noise, 
the network tends to converge in the first 20 epochs, and then 
stabilize, while the accuracy increases with the decrease in 
noise by training. Under a high noise level, the accuracy 
fluctuates more. The accuracy dropped to almost below 90% 

under SNR = 2, but the recognition accuracy can be stably 
maintained above 97% under SNR = 5. Also, due to the non-
negative condition of weight, the loss value converged to about 
0.79, 0.85, and 0.91 under different noises.  

After training, we normalized the output signal between 0 
and 1, and the normalized output signal is used to correspond to 
the weights, to realize the mapping from weight to bias, as 
shown in figure 5. Figure 3(b) shows the initial SiPM bias 
voltage (exceeding breakdown voltage) under different noise 
levels and the final bias voltage which neural network weights 
are mapped after training. The darker color indicates higher 
overvoltage. Given that excessive voltage greatly increases the 
crosstalk probability and dark current in practice, the maximum 
voltage limit was set to 8 V above overvoltage. The voltage 
between pixels was more unevenly distributed compared with 
that before training. Although the bias voltage distribution is 
similar under these three noise levels, the voltage difference 
between pixels is more obvious with the higher SNR. 

 

Fig. 3.  RPNN training images. (a) A, B, C, D. Four kinds of training original images and input images with SNR of 5, 3, and 2 respectively; (b) Initial SiPM 
pixel’s bias voltage and trained pixel’s bias voltage (overvoltage) under different noise levels. 

Fig. 4.  Training curve. (a) Accuracy of image recognition under different noise levels; (b) Convergence of loss function under different noise levels. 

Fig. 5.  Mapping relationship between ANN weight and SiPMs’ bias voltage. 
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IV. EXPERIMENTS 

After the network weights were obtained and mapped to 
SiPM bias voltage, the actual experimental effect can be tested 
by the actual device. The experiment used a groove-shaped 
grid-controlled modulated X-ray tube developed by our 
laboratory, which can stably generate square-wave X-ray pulses 
with a frequency from 1 kHz to several MHz [24]. The overall 
structure of the experimental device is shown in Figure 6. The 
emitted X-ray energy from this tube was mainly distributed 
around 10 keV at 50 kV tube voltage. The parallel X-ray is 
required because there is no additional focusing structure on the 
detector, and the projected image needs to have the same size 
as the detector. Two-layer collimators made of lead were 
arranged at a distance of 30 cm from the X-ray source to obtain 
a parallel X-ray beam. The thickness of each collimator was 1 
mm, and the distance between them was 5 cm. The size of the 
collimating hole was 25 mm × 25 mm, and it was consistent 
with the subsequent object size that needs to be recognized. The 
X-rays after passing through the collimator reached the object 
through 3 cm of air, and the pattern was the same with the 
network training in Figure 3(a). To obtain a clear and obvious 
pattern, tungsten, which transmittance is less than 1% at 10 keV 
X-ray and 1 mm thickness, was used. Each tungsten block 
(image pixel) had a side length of 12.5 mm and a thickness of 1 
mm, forming a 2×2 image array, which was placed 2 cm in front 
of the detection array. To improve the image recognition speed, 
and reduce the time delay of the whole process, LYSO crystal 
with fast luminescence decay time (about 43 ns) and high light 
yield (about 70% relative to NaI) was selected. The overall 
crystal size was 25 mm×25 mm × 10 mm, which was consistent 
with the coupled SiPM array, and it was divided into uniform 
4×4 pixels. Its pixel size was 6 mm ×6 mm, and there was a 0.2 
mm BaSO4 reflective layer between pixels. This crystal was 

combined with 4×4 array SiPM by the optical couplant. The 
SiPM was the S13361-6050 series from Hamamatsu with low 
crosstalk and dark counts. The photosensitive area for each 
SiPM pixel was 6 mm × 6 mm and the distance between SiPM 
pixels was also 0.2 mm. 

Before the experiment, the relationship between the output 
signal of each pixel of SiPM and the bias voltage was tested, as 
shown in figure 2. We found that when the bias voltage 
exceeded 8 V above the breakdown voltage (the total bias 
voltage was about 60 V) of each pixel, the amplitude of the 
output signal fluctuated more due to noise such as dark counting 
and crosstalk noise. It would affect the subsequent judgment of 
the output signal amplitude. Therefore, we set the upper limit 
of the voltage to 8 V above the breakdown voltage, to obtain a 
stable output signal. Then we connected the SiPM array pixels 
into four output channels, just like the same colors shown in 
figure 1(c). The four output signals were amplified by a self-
developed integrated small-sized preamplifier and a filter, 
which were used to amplify useful signals and remove high-
frequency noise in the signal transmission process. Then, the 

Fig. 6.  Experimental scheme of RPNN. 

Fig. 7.  Experiment setup of RPNN. The X-ray tube was soaked in insulating 
oil to provide a vacuum environment. The white shell provided the physical 
support of the components. Components were seated in the lead-shielded room 
except for the oscilloscope. 
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signal was connected to the oscilloscope for observation or 
storage, and the recognition result could be judged according to 
the generated signal amplitude. The relative experiment setup 
is shown in figure 7. 

The four output signals are represented by four colored 
lines of green, yellow, blue, and pink respectively. Each output 
signal represented one of the four classification labels A, B, C, 
and D. The X-ray tube needs to load the grid-controlled voltage 
signal when generating pulsed X-rays. In this experiment, the 
rectangular wave with an amplitude of -5 V and duty cycle of 
50% was used, and the waveform was generated by a signal 
generator. When no object was added, the four signals 
generated a uniform square wave signal with almost the same 
amplitude under pulsed X-ray, as shown in figure 8. When an 
object was placed in front of the X-ray image recognition 
detector, the output signal of the corresponding channel was 
obviously higher than that of the other three channels, which 
could reach above 0.9 V, while the other signal amplitudes were 
between 0.4 and 0.6 V. The signal can be selected more 
conveniently by a signal comparator. The X-ray pulse 
frequency used in figure 9 was 100 kHz, which meant the time 
to realize a single object recognition was 10 us, and the image 
recognition speed of 100,000 frames per second could be 
realized. The waveform detected by the actual detector shown 
in the figure is somewhat different from the square wave 
because the X-ray signal has overshoot at a lower rate. To show 
the results more clearly and to prove the effectiveness of RPNN, 
50 groups of signal waveforms under each image are counted, 
as is shown in figure 10. This figure shows the average 
amplitude of each signal. It is obtained by calculating the 
integral value between each signal and the voltage of zero, and 
then dividing it by the signal width. The broadening of the 
signal height represents the fluctuation of signals. It can be seen 
that the signal of the channel which corresponds to the object is 
obviously higher than that of the other three and it can be clearly 
distinguished. It proves that the RPNN can realize the function 
of the neural network. The fluctuation of object D is the most 
serious, which may be influenced by circuit manufacturing. 

When the X-ray pulse frequency increased to 500 kHz, the 
signal was a little bit distorted. This was because the signal 
width after the preamplifier and filter was about 800 ns, and the 
width of the X-ray pulse was 1000 ns, resulting in only one or 

two X-ray signals consisted the waveform. The square wave 
signal was composed of multiple X-ray pulse signals, the more 
X-ray signals there are within each flat top of the wave, the 
closer the signal tends towards a square wave. Another reason 
was the non-single energy X-rays produced by the X-ray tube 
caused statistical fluctuations in the signal. However, the object 
could still be clearly judged from this signal. The recognition 
speed at this time, as shown in figure 11, was 500,000 frames 
per second. 

At a pulse frequency of 800 kHz, the signal had serious 
distortion and obvious amplitude fluctuation. At this frequency, 
the complete square wave signal could not be output by the 
preamp and filter signal, which brought a certain probability of 
misjudgment to the recognition result. This difference was 
mainly affected by the width of the output signal. The signal 
reading and measuring device were far apart from each other in 
the experiment, thus, the signal width was further widened after 
the necessary amplifier was added. The increase in X-ray pulse 
frequency should not exceed the minimum width of the SiPM 
signal. Otherwise, the statistical fluctuation between signals 
would bring great error to the result, as shown in figure 12. 
 

Fig. 8.  Output voltage with no object at 100 kHz X-ray pulses. 

Fig. 10.  Average amplitude of 50 groups of signals with different objects for 
100 kHz X-ray pulses. 

Fig. 9.  Output voltage of different objects from 4 SiPM channels for 100 kHz 
X-ray pulses. 
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V. CONCLUSION AND DISCUSSION 

In this work, we propose a novel RPNN based on SiPM for 
high-speed real-time X-ray image recognition. A complete 
detector system for method verification, including an X-ray 
emission device, collimation structure, objects, and detection 
array was independently built. With the existing experiment 
conditions, the image recognition speed of 500,000 fps can be 
achieved. This method is different from traditional X-ray 
imaging. Its structure shows that the recognition speed is not 
affected by the image resolution in principle, because RPNN has 
the ability to process all pixels at the same time, instead of serial 
pixel processing in traditional computer system. Under this 
simple experimental condition, it has the image processing speed 
equivalent to the most advanced X-ray imaging at present. At the 
same time, it can monitor the X-ray images and feed back the 
shape information of the images in real-time. The response width 
of the current SiPM output signal was less than 200 ns (from the 
official datasheet (Hamamatsu S13361 Series)), which means 
that the theoretical image recognition speed can reach 5 million 
frames per second. If the synchrotron radiation light source and 
faster signal amplifier are used, we believe it will have better 
experimental results. 

Here, the classification model also plays a role in reducing the 
amount of output data, because the classification network can 
output the key features (image recognition results) of the image. 
So, for the RPNN detector, it only outputs the key features of the 
original images and discards the useless information. Subsequent 
data processing device only needs to process these data with key 
features (image recognition results) to improve processing 
efficiency and solve the problem of data explosion. At present, 
four output channels represent four kinds of recognition images. 
Theoretically, M outputs can represent 2M-1 images at most if 
binary coding is adopted, and when M = 4×4, 65535 kinds of 
image recognition can be realized. 

To improve the spatial resolution, we need to use SiPM with 
smaller pixels and now there is micron-level SiPM under study 
[25]. In terms of algorithm, studies have shown that the 784 input 
and10 output network with a total of 7840 pixels can achieve an 

accuracy rate of 90.5% for MNIST handwritten data sets [21], 
which verified the effectiveness of this structured network in the 
face of more complex images and actual situations. 

The main purpose of this paper is to verify the feasibility of 
this method on SiPM. Although the experimental conditions are 
relatively simple, it is enough to prove the function. Compared 
with the current advanced high-speed X-ray imaging detector, it 
has the advantages of a fast speed and uninterrupted real-time 
image information feedback. This characteristic indicates that it 
has unique advantages for some specific applications that only 
focus on the results but not on the image itself. For example, in 
online monitoring of laser processing, methods such as sound, 
ultrasonic, and image are mainly used at present [8][9][26]. 
Among them, image is the only direct observation method, but 
this method has strict requirements for the location of sensors and 
light sources [27], and it can't observe the processing 
phenomenon inside materials. X-ray imaging can observe 
phenomenon inside of materials but is typically only used for 
offline analysis. So, the RPNN is foreseen to have great 
application potential in the long-term monitoring of X-ray images 
and quick feedback of results [27][28]. 
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