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A B S T R A C T

We have developed an easy-to-implement method to optimize the spatial distribution of a desired physical
quantity for charged particle therapy. The basic methodology requires finding the optimal solutions for the
weights of the constituent particle beams that together form the desired spatial distribution of the specified
physical quantity, e.g., dose or dose-averaged linear energy transfer (LETd), within the target region. We selected
proton, 4He ion, and 12C ion beams to demonstrate the feasibility and flexibility of our method. The pristine dose
Bragg curves in water for all ion beams and the LETd for proton beams were generated from Geant4 Monte Carlo
simulations. The optimization algorithms were implemented using the Python programming language. High-
accuracy optimization results of the spatial distribution of the desired physical quantity were then obtained for
different cases. The relative difference between the real value and the expected value of a given quantity was
approximately within± 1.0% in the whole target region. The optimization examples include a flat dose spread-
out Bragg peak (SOBP) for the three selected ions, an upslope dose SOBP for protons, and a downslope dose
SOBP for protons. The relative difference was approximately within± 2.0% for the case with a flat LETd (target
value= 4 keV/µm) distribution for protons. These one-dimensional optimization algorithms can be extended to
two or three dimensions if the corresponding physical data are available. In addition, this physical quantity
optimization strategy can be conveniently extended to encompass biological dose optimization if appropriate
biophysical models are invoked.

1. Introduction

The number of proton and heavy ion therapy centers has dramati-
cally increased in recent years around the world [1]. This can be at-
tributed to many factors. First, from a physics perspective, the char-
acteristics of a well-defined penetration range of ions can enable the
delivery of a highly conformal dose to the tumor volumes while sparing
the surrounding normal tissues [2]. In addition, for some specific dis-
ease sites, clinical trials have shown promising results in regards to the
effectiveness of ion therapy compared with photon-based radiotherapy
[3,4]. Moreover, the total cost of building a proton or heavy ion center
keeps decreasing with the development of new techniques [5–7].

In clinical applications, a sharp dose Bragg peak from a mono-

energetic ion beam is usually not wide enough to cover the volumetric
target tumor. Instead, a spread-out Bragg peak (SOBP2) formed by
multi-energetic beams with appropriate modulations can be used to
cover the large volume of a tumor. An SOBP can be delivered by either
passively scattered particle beams with range modulations or actively
scanned beams with intensity modulations [8,9]. Nevertheless, the
scanning technique is becoming routine and nearly all new particle
therapy centers have been equipped with scanning nozzles because of
the unique advantages it offers [9]. In a radiation field generated by
scanned particle beams, the weight of each Bragg curve can be modu-
lated to deliver a desired shape of dose distribution to the target tumor.
This flexibility in dose delivery forms the physical basis for multi-field
optimized intensity-modulated ion (or proton) therapy.
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Different approaches and algorithms to optimize the spatial dose
distributions of scanned particle beamlets have been developed for
years [10–15]. A beam delivery strategy can be optimized using a
treatment planning system (TPS) for particle therapy. However, for
some radiobiologic studies, the treatment planning system may not
meet all of the unique requirements for designing a cell or animal ir-
radiation experiment. For example, a TPS is usually designed to process
objects with large dimensions such as human cancer patients, and it
may not be suitable to handle small geometries such as those for ani-
mals and cells. In addition, a TPS is usually limited to performing dose
optimization only and may not be able to calculate other physical
quantities such as linear energy transfer (LET) and particle energy
spectra, which are needed to interpret the biological effects in particle
radiobiology experiments. Given these limitations, it is imperative to
develop a convenient and effective tool that can facilitate the use of
scanned beams for particle radiobiology experiments to correlate the
observed biological effects with physical parameters.

For the desired spatial distribution of a specified physical quantity,
the following two steps are usually needed: (1) obtain the raw data of
the physical quantity for all beams with different energies, and (2)
perform the optimization procedure to solve the beam weights. In many
previous studies [16–20], an analytical method was adopted to rapidly
generate the Bragg curves and then the optimization procedure was
performed to generate a dose SOBP. Although the analytical method
has advantages in the calculation speed, systematic uncertainties exist
owing to the approximated expression of Bragg peaks in the dose cal-
culations. Using the measured data of the physical quantity may im-
prove the accuracy of the input data for optimizations. However, in
some conditions, the measured data are not easily obtained. Using
benchmarked Monte Carlo systems to generate the physical data can be
an effective alternative to save time in obtaining measurements while
maintaining the accuracy of the optimization results.

In addition to the dose optimizations, many other respects have
been optimized in charged particle therapy. For example, Dias et al.
have analyzed the impact of different optimization methods in the
charged particle therapy scanning paths by assessing the possibility to
deflect the beam out of the extraction line during irradiation [21].
Austin et al. have developed a Monte Carlo Markov model for assisting
proton therapy referral decision making [22]. Kanematsu has devel-
oped a dose calculation algorithm of fast fine-heterogeneity correction
for heavy charged particle radiotherapy [23]. Trott has investigated
special radiobiological features of second cancer risk after particle
radiotherapy and concluded that it is unlikely that modern particle
therapy has higher risk than photon therapy [24]. Bassler et al. have
investigated the LET painting technique to place more high-LET parti-
cles in target tumors [25,26].

Although various approaches for optimizing particle beams have
been available for years, our work has its unique novelties. First, the
current study aimed to develop a general and easy-to-implement
methodology to generate an optimized beam delivery strategy in terms
of commonly used physical quantities such as dose and dose-averaged
LET (LETd) for radiobiological studies. In addition, the generated beam
delivery plan can be applied to cell or animal experiments to investigate
how the physical parameters influence the observed biological effects.
Moreover, the methodology developed for physical quantity optimiza-
tion can be conveniently extended to relative biological effect (RBE)-
weighted dose optimization if appropriate biophysical models are in-
voked. The results of such efforts will be reported in future work.

2. Materials and methods

2.1. Basic settings in Monte Carlo simulations

The general-purpose Monte Carlo toolkit Geant4 [27,28] (version
10.3.p03) was used to perform the particle tracking to generate the
depth dose curves for different ions and the depth LETd curves for

proton beams only. In the current work, these raw data were used as the
input to the physical quantity optimization process. For charged par-
ticle therapy, various physics lists are available such as “QBBC”,
“FTFP_BERT” and many others, all of which contain both of the elec-
tromagnetic and hadronic physics processes. We compared the simu-
lation results from the above two physics lists and found the dose dif-
ference is below 1% for the selected ions within the therapeutic energy
ranges. In this study, we selected the “FTFP_BERT” physics list as a
representative for all the simulations as we did in our previous studies
[29,30].

The 94 groups of scanned proton beams used at The University of
Texas MD Anderson Proton Therapy Center were selected for the cal-
culations. The energy varies from 72.5 to 221.8MeV with a range
(depth with 90% of the peak dose in the distal falloff) of 4.0 to 30.6 cm
in water. For 4He ions and 12C ions, the virtual beams were modelled
using energies derived from publicly available databases because our
institution lacks clinical facilities that utilize heavy ions. The National
Institute of Standards and Technology ASTAR [31] program was used to
determine the energy and range of 4He ions, and 161 groups of 4He ions
with energies of 70–230MeV/n and ranges of 4.1–33.1 cm in water
were selected on the basis of commonly used clinical treatment depths
in patients. For 12C ions, the energy and range data were obtained from
the Errata and Addenda: ICRU Report 73 [32]. A total of 161 groups of
energies with energies of 120 to 440MeV/n and ranges of 3.6 to
32.0 cm in water were selected. All of the beams were assumed to have
a Gaussian-shaped energy spread and a Gaussian-shaped spot profile in
both of the classic x and y directions where the beam direction is as-
sumed to be along a central z axis.

An 80× 80×40 cm3 water phantom was built as the target for
scoring quantities of interest for different ion beams. A scorer with a
large radius of 40 cm and thickness of 0.01 cm is built so that the si-
mulation data with a high spatial resolution (along the z axis) could be
obtained. Therefore, the scored dose can be approximately treated as
the integral depth dose (IDD). Although only the simulation results
along the depth were reported, the multiple Coulomb scattering pro-
cesses were considered during the Monte Carlo simulations. In our
radiobiology studies, a uniform radiation field at a specified depth can
be easily formed by a series of equal-weight scanned beam spots with
the same energy. Therefore, to form a desired 3D distribution (laterally
uniform within the target) of a specified physical quantity, we only
need to perform the one-dimension (depth) optimization procedure for
beams with different energies. In particular, a pseudo double-layer
ripple filter was modelled for carbon ions only to broaden the Bragg
peak. The number of primary source particles was set as 107 for each
beamlet to make the simulation results, e.g., total dose, meet the sta-
tistical uncertainty requirement (relative error of the mean value<
1%) when the dose is larger than 5% of the peak dose. All associated
simulation data were then written to ROOT histograms [33].

2.2. Dose optimization algorithm for proton and heavy ion beams

We used the Python programming language (version 3.4.3) and its
NumPy and SciPy libraries to perform the physical quantity optimiza-
tion procedures. The basic principle of an optimization algorithm is to
find the optimal solutions for the weight of each beamlet to form the
desired distribution of the specified physical quantity within the target,
using an iterative scheme.

For dose optimization procedures, only the IDDs of all beamlets are
needed, and these were generated from the Monte Carlo simulations.
Initially, the IDD data are read into the Python program and each IDD is
then normalized by its peak dose. Therefore, we can assume the peak
dose is 1.0 Gy after the normalization if we assign Gy as the dose units.
The normalized IDD dataset is used in seeking the optimal solutions for
the beam weights. Next, the boundaries of the target region and the
corresponding target dose distribution should be specified. Assuming
the expected target dose at depth z is Dt(z) and the real dose after
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optimization is Dr(z), the relative difference between the real dose and
expected dose can then be calculated using Eq. (1). This metric is de-
fined to quantify the accuracy of the dose optimization procedure. A
relative difference within±2.0% is treated to be acceptable after op-
timization in the current study.
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Dose optimization is an iterative process to find the optimal weight
of each beamlet to minimize the difference between Dr(z) and Dt(z). In
our optimization algorithm, the Python function curve_fit() from SciPy
was selected as the optimizer to solve the beam weights using the
nonlinear least-squares minimization scheme based on the
Levenberg–Marquardt algorithm [34]. We set the relative error of 0.1%
for Dt(z) within the target to increase the importance of these data
points during the data fitting. After optimization, Dr(z) can be calcu-
lated using Eq. (2).
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i
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Here wi is the weight of the ith beamlet and Di(z) is the normalized
dose at depth z in the ith beamlet’s IDD curve. In the optimization
process, we use Gy as the units for Di(z), Dr(z), and Dt(z), which means
they are all expressed as absolute values. Therefore, the weight of each
beamlet is also an absolute value and thus is not required to make the
sum of wi unity.

In the optimization process, only the beamlets with penetration
ranges that can cover the target region are considered when finding the
beam weights; for the outlier energy groups, the weight is directly set to
a very small value, i.e., 1.0E-10. For protons, as an example, if we as-
sume the target region is 5 to 10 cm, we need only to determine weights
for beamlets with energies from 81.4MeV (energy ID=11 and
range= 5.0 cm) to 118.6MeV (energy ID=46 and range=10.1 cm).
However, this energy-penetration range selection scheme may result in
large fluctuations for the relative difference at the lower and upper
boundary of the target region. We discuss this in detail in the Results.

2.3. Letd optimization algorithm for proton beams

For proton beams, LETd has been used as a surrogate quantity to
indicate the RBE [35]. Some RBE calculation models assume a linear
relationship between RBE and LETd [36,37]. Therefore, we selected
LETd as a physical quantity of interest to perform the LETd optimization
procedure in the target region to demonstrate the flexibility of the
optimization algorithms. Please note that the concept of LETd optimi-
zation in our radiobiological studies is different from the concept of
LETd-guided dose optimization for patient treatment plans which adds
LET-based objectives to maximize LET in target volumes while mini-
mizing the LET in critical structures and normal tissues [35,38]. In the
calculation of LETd, only primary protons were included to make it
consistent with the definition of LET by ICRU taking into account only
the electronic interactions of primary charged particles [39]. The sec-
ondary protons generated in water are mostly from the nonelastic nu-
clear reactions [40], which are not described and quantified by LET
[39]. For clinically heavier ion beams, LETd is not an appropriate
physical quantity because of the high heterogeneity of the radiation
field in the target geometry, which is mainly composed of different
types of recoil nuclei besides the primary particles. According to the
definition of LET, it can be applied only to a specified type of charged
particles, rather than a mixture of multiple types of charged particles.
Therefore, it is inappropriate to calculate LETd for 4He and 12C ion
beams in the target geometry. Henceforth, we calculated LETd only for
proton beams and then performed the optimization procedure to gen-
erate a desired spatial distribution of LETd within the target region.

The LETd calculation method for each single proton beamlet using
Geant4 has been described in our previous study [41]. Here we provide

the formula to calculate LETd from mixed proton beams after optimi-
zation, expressed in Eq. (3).
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Here LETd,r(z) is the real LETd at depth z, LETd,i(z) is the LETd at
depth z from the ith beamlet in the raw pristine LETd dataset, wi is the
weight of the ith beamlet, Di(z) is the normalized dose at depth z in the
ith beamlet’s IDD curve, wi ∗ Di(z) is the weighted dose from the ith
beamlet, and ∑ ∗w D z( )i i i is the real dose at depth z after optimization.
It should be noted that according to the LETd calculation method, the
dose wi ∗ Di(z) is the actual weighting factor for LETd,i(z), whereas wi is
the weighting factor for the IDD of the ith beamlet. Once LETd opti-
mization is complete, wi from all beams can be solved. Then, sub-
stituting all of the wi into Eq. (2), the real dose at depth z can be cal-
culated.

If LETd,t(z) is the expected LETd at depth z, the relative difference
between the real value and the expected value can be calculated using
Eq. (4).
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Similar to the dose optimization procedure, the optimization pro-
cess for LETd is to find the optimal weight of each beamlet to minimize
the difference between the real and the expected LETd value.

3. Results

First, we present the IDDs from each of the three types of ion beams
and the depth LETd curves for proton beams only. They are the basic
data for the physical quantity optimizations.

Theoretically, any shape of the target dose distribution can be
specified in the optimization process, but the optimizer may not find
appropriate solutions for the beam weights with an acceptable accu-
racy, e.g., ± 2.0% of the relative difference. Below we show only results
from simple and commonly used target dose distributions to demon-
strate our method. Similarly, for proton LETd optimization, we show
only results from simple cases.

3.1. Physical quantities generated from Monte Carlo simulations

The 94 groups of normalized IDDs for proton beams are shown in
Fig. 1A. The depth LETd distribution of proton beams is shown in
Fig. 1B. These data were generated from Geant4 Monte Carlo simula-
tions. The LETd for each beamlet was cut at the depth with 1% of the
peak dose in the distal falloff owing to the negligible influence of
protons beyond this depth.

The 161 groups of normalized IDDs of 4He ion beams are shown in
Fig. 2A. The 161 groups of normalized IDDs of 12C ion beams are shown
in Fig. 2B. The fragmentation tails distal to the Bragg peaks can be
clearly observed for 4He and 12C ion beams. The datasets for Figs. 1 and
2 form the basis for the next step, physical quantity optimization pro-
cedures.

3.2. Flat dose SOBP of proton beams

A flat physical dose SOBP is the most commonly used dose dis-
tribution to demonstrate the physical advantage of particle therapy. In
clinical proton therapy, a flat dose SOBP is often used to cover the
tumor volume because the RBE is assumed to be a constant value of 1.1.
For 4He and 12C ion therapy, the spatially varied RBE is usually taken
into account; therefore, a non-flat physical dose distribution should be
applied to the target region. This notwithstanding, to simplify the cal-
culation, we specified a flat physical dose distribution in a target region
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for each of the selected ions to demonstrate our dose optimization al-
gorithms. The target was assumed to extend from 5 to 10 cm in water
and the target dose was set as 2 Gy uniformly.

We first present the optimization results from proton beams. The
percent dose SOBP and its constituent weighted dose curves are de-
picted in Fig. 3A. The SOBP is formed by 36 beams ranging from 81.4 to
118.6MeV, but the data from the 81.4-MeV beamlet is unseen owing to
its relatively low contribution. The absolute dose (Gy) and LETd dis-
tributions are shown in Fig. 3B. The LETd ranges from 1.8 to 8.5 keV/
μm from 5 to 10 cm. The relative difference between the real dose after
the optimization procedure and the expected dose within the target
region is shown in Fig. 3C. The relative difference varied from −2.0 to
0.5% for the whole target region, but at the central area the relative
difference was much lower and nearly within±0.2%. In addition, we
provide an example with a much smaller target region to demonstrate
the flexibility of our algorithm. Fig. 3D shows the flat dose SOBP and its
constituent weighted beams for a small target of 4–6 cm.

3.3. Flat dose SOBP of 4He ion beams

The percent depth dose distribution from 4He ions with an SOBP
from 5 cm to 10 cm in water and its constituent weighted dose curves
from different beams are shown in Fig. 4A and the corresponding re-
lative differences at different locations are shown in Fig. 4B. The SOBP
is formed by 39 groups of 4He ion beams with energies ranging from
78.0 to 116.0MeV/n. The data from group #9 with 78.0 MeV/n and
group #46 with 115.0MeV/n are unseen owing to the much lower
beam weights. In Fig. 4B, the relative difference varies from -2.0 to
0.7% for the whole target region, but at the central area the relative
difference is much lower and nearly within±0.1%.

3.4. Flat dose SOBP of 12C ion beams

The percent depth dose distribution from 12C ions with an SOBP
from 5 to 10 cm in water and its constituent weighted dose curves from
different beams are shown in Fig. 5A and the corresponding relative
differences at different locations are shown in Fig. 5B. The SOBP is
formed by 38 groups of 12C ion beams with energies ranging from 150.0
to 224.0MeV/n. The data from group #16 with 150.0MeV/n, group
#18 with 154.0MeV/n, group #50 with 218.0MeV/n, and group #52
with 222.0MeV/n are unseen owing to the much lower beam weights.
In Fig. 5B, the relative difference varies from -1.0 to 0.3% for the whole
target region, but at the central area the relative difference is much
lower and nearly within± 0.1%.

3.5. Upslope and downslope dose distribution of protons

For multi-field intensity-modulated proton therapy, it is not neces-
sary to apply a flat dose SOBP for each field. The superposition of non-
uniform dose distributions from multiple fields can deliver a uniformly
accumulated dose to the target. In the current study, we selected two
simple cases to deliver intensity-modulated proton therapy by two
opposed fields. In the first case, the uniform target dose was formed by
two opposed upslope dose SOBPs. In the second case, the uniform target
dose was formed by two opposed downslope dose SOBPs. In this sec-
tion, we report the results from one upslope dose SOBP and one
downslope dose SOBP.

3.5.1. Upslope dose distribution
In the case with an upslope dose SOBP (5–10 cm in water), we

specified the starting and ending dose to be 0.8 and 1.2 times the dose
at mid-SOBP. The optimized upslope dose SOBP and its constituent

Fig. 1. (A) Integral depth dose (IDD) of 94 groups of proton beams. (B) Dose-averaged linear energy transfer (LETd) of proton beams. Beyond the depth with 1% of
the peak dose, the LETd value is cut.

Fig. 2. (A) Integral depth dose (IDD) of 161 groups of 4He ion beams. (B) IDD of 161 groups of 12C ion beams.
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weighted dose curves are shown in Fig. 6A. The data from the 81.4-MeV
beamlet are unseen in the dose curves owing to the relatively low
contribution of this beamlet. The relative difference curve is shown in
Fig. 6B. Close to the upper boundary of the SOBP with the highest dose,
the relative difference fluctuated widely from −1.2% to 0.5%. For most
of the other locations, the relative difference was as small as
within±0.1%.

3.5.2. Downslope dose distribution
In the case with a downslope dose SOBP (5 to 10 cm in water), we

specified the starting and ending dose to be 1.9 and 0.1 times the dose
at mid-SOBP. The optimized downslope dose SOBP and its constituent
weighted dose curves are shown in Fig. 7A. The data from the 81.4-MeV
beamlet are unseen in the dose curves owing to the relatively low

contribution of this beamlet. The relative difference curve is shown in
Fig. 7B. Close to the lower boundary of the SOBP with the highest dose,
the relative difference fluctuated widely from −2.7% to 1.3%. For
other locations, the relative difference was within±0.5%.

3.6. Flat LETd distribution of protons

We have observed large fluctuations at the optimization target
boundaries for the dose optimization. Here, we first report the results
with an expected uniform LETd distribution within the target region
from 5 to 10 cm. The expected LETd was set as 4 keV/µm. The LETd and
dose curves after the LETd optimization procedure are shown in Fig. 8A.
As we stated in section 2.3, dose is only a relative weighting factor for
LETd optimization, so the units of dose can be arbitrary. Nevertheless,

Fig. 3. (A) Flat dose spread-out Bragg peak (%) and its constituent proton beams with the target of 5–10 cm. (B) Dose (Gy) and dose-averaged linear energy transfer
(LETd) distributions. The labels #1 to #12 indicate the spatial locations that are selected to investigate the biological effects. (C) Relative difference between the real
dose after the optimization procedure and the expected dose within the target region from 5 to 10 cm in water. (D) Flat dose spread-out Bragg peak (%) and its
constituent proton beams with the target of 4–6 cm.

Fig. 4. (A) Flat dose spread-out Bragg peak (%) and its constituent 4He ion beams. (B) Relative difference between the real dose after the optimization procedure and
the expected dose within the target region from 5 to 10 cm in water.
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we specified the dose at the middle of the SOBP to be 2 Gy. We can
clearly observe the difference between the real LETd and the expected
value in Fig. 8A. The distribution of the relative difference for LETd

optimization is shown in Fig. 8B. The relative difference within the
central area, i.e., from 5.5 to 9.5 cm, is between −2.5% and 3.5%.
However, the relative difference can be as high as −17% and 88% at
the lower and higher boundaries. The large difference at optimization
target boundaries are due to the sharp increase of LETd as illustrated in
Fig. 3B, in which the LETd is 1.8 and 8.5 keV/μm at 5 and 10 cm with a
flat dose distribution.

To obtain high-accuracy results within the specified target area for
radiobiology experiments, we extended the optimization boundary

5mm externally on each side as a margin. For example, if the irradia-
tion target region set in the optimization extended from 5 to 10 cm, the
new optimization boundary was 4.5–10.5 cm. Here, we specify the
4.5–10.5 cm region as the optimization target while set the 5–10 cm as
the irradiation target. Please note that, the “optimization target” can be
different from the term of an “irradiation target” in a radiobiology
experiment. As illustrated in Fig. 3B, the target cells can be sampled at
any desired locations along the path of beams. Therefore, the lower and
higher boundaries are used to define the optimization target for a
physical quantity, rather than the irradiation target(s) used in a
radiobiology study or a treatment target volume in radiotherapy.

In Fig. 9A, we can observe the flat LETd within the irradiation target

Fig. 5. (A) Flat dose spread-out Bragg peak (%) and its constituent 12C ion beams. (B) Relative difference between the real dose after the optimization procedure and
the expected dose within the target region from 5 to 10 cm in water.

Fig. 6. (A) Proton upslope dose spread-out Bragg peak and its constituent beams. (B) Relative difference between the real dose after the optimization procedure and
the expected dose within the target region from 5 to 10 cm in water.

Fig. 7. (A) Proton downslope dose spread-out Bragg peak and its constituent beams. (B) Relative difference between the real dose after the optimization procedure
and the expected dose within the target region from 5 to 10 cm in water.
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from 5 to 10 cm, but we can still see the large variation at the lower and
higher boundary of the optimization target from 4.5 to 10.5 cm as ex-
pected. The relative difference within the irradiation target region is
between −2.5% and 2.0%.

Then, we increased the expected LETd within the irradiation target
region to be 8 keV/µm. However, the optimization results showed that
the optimizer could not find appropriate solutions for the beam
weights. In Fig. 10A, the real LETd within the target region is about
6.2 keV/µm. The relative difference in Fig. 10B shows that the largest
deviation can be approximately −25%. This observation can be qua-
litatively explained using the LETd results in Fig. 3B where the LETd

ranges from 1.8 to 8.5 keV/μm from 5 to 10 cm. The current expected
target LETd value of 8.0 keV/μm is very close to the largest value of
8.5 keV/μm at the higher boundary. A reasonable target LETd value
should not be too far away from the middle value of the highest and the
lowest LETd. It is not practical to perform the radiobiology experiments
using the results in Fig. 10A because the dose varies largely across the
irradiation target, i.e., from 100 Gy to close to 0 with the dose of 2 Gy at
the middle point of the target.

4. Discussion

The optimization algorithms presented in the current study can
generate high-accuracy optimized results of the specified physical
quantity within the target. For the dose optimization results presented
in the current study, the relative difference for most spatial locations

was within± 1.0%. The relative difference for 12C beams was the
smallest because all Bragg peaks were broadened by the ripple filter,
whereas for 4He and proton beams, no ripple filter was applied to
broaden the Bragg peaks. When the optimization boundaries are con-
sistent with the boundaries of the target region, the largest fluctuations
of the relative difference occur at the boundaries of the target region.

After extending the optimization boundaries outside of the irradia-
tion target region, we found that the relative difference had much
smaller fluctuations within the irradiation target. When the expected
target LETd is a reasonable value, e.g., 4 keV/µm, the relative difference
within the target can be within±2.0%. The LETd of proton beams is an
absolute physical quantity and has a limited range of values, as shown
in Fig. 1B; therefore, the optimizer may not find appropriate solutions
for the beam weights if the specified target LETd is too high or too low,
such as in the case with a high target LETd of 8 keV/µm.

These optimization results provide a useful beam delivery strategy
to investigate biological effects using scanned beams with different
spatial distributions of a specified physical quantity, e.g., dose for
proton and ion beams and LETd for proton beams. For example, we can
design a multi-step radiation device (a range shifter) with different step
thicknesses, each of which corresponds to a specified depth in the water
phantom along the distribution curve of a physical quantity, e.g., a dose
SOBP curve. The principle of this experimental design, using a high-
throughput irradiation strategy for different ion species with mono-
energetic beams, was described in our previous study [30,42]. If we
place the 12 columns of a 96-well cell culture plate on top of this multi-

Fig. 8. (A) Weights of beams are optimized to deliver a uniform target dose-averaged linear energy transfer (LETd) of 4 keV/µm to the target region from 5 to 10 cm.
The optimization region ranges from 4.5 to 10.5 cm to maintain a small fluctuation of LETd within the target region. (B) Relative difference between the real LETd

after the optimization procedure and the expected target LETd (4 keV/µm). The relative difference within the central area, i.e., from 5.5 to 9.5 cm, is between−2.5%
and 3.5%. However, the relative difference can be as high as -17% and 88% at the lower and higher boundaries.

Fig. 9. (A) Weights of beams are optimized to deliver a uniform dose-averaged linear energy transfer (LETd) of 4 keV/µm to the region from 5 to 10 cm. The
optimization target region ranges from 4.5 to 10.5 cm to maintain a small fluctuation of LETd in the irradiation target region from 5 to 10 cm. (B) Relative difference
between the real LETd after the optimization procedure and the expected target LETd (4 keV/µm). The relative difference within the irradiation target region is
between −2.5% and 2.0%.

C. Geng et al. Physica Medica 51 (2018) 13–21

19



step range shifter, the spatial variation of the biological effect can be
sampled at 12 locations in a single irradiation run. This experimental
setup is illustrated in Fig. 11.

The 12 marked locations in Fig. 3B can be used to explain the
principle of this experimental design, in which we place the 10 middle
columns of the 96-well plate within the SOBP, the first column proximal
and the last column distal to the SOBP. The combined use of a multi-
step range shifter and 96-well cell culture plates can provide a high-
efficiency way to investigate the spatial variation of biological effects,
e.g., clonogenic cell survival or DNA damage, along the beam path. In
addition, the thickness of each step can be customized to match any
desired depth in the water phantom. We can use a high-accuracy mil-
ling machine or three-dimensional printer to fabricate the range shifter
so that biological data with a high spatial resolution can be obtained.

5. Conclusions

In the current work, we have developed an easy-to-implement op-
timization strategy to deliver a desired spatial distribution of the phy-
sical quantity of interest to the target region, by combining Monte Carlo
simulation techniques with the Python programming language. We
have demonstrated the feasibility and flexibility of the physical quan-
tity optimization method for different ions and different spatial dis-
tributions of the specified physical quantity. Our optimization algo-
rithms can generate highly accurate solutions for the beam weights, and
the generated beam delivery strategy can be used in next-step radio-
biology experiments to rapidly obtain the spatial distribution of the
biological effects of different ions by combining high-throughput cell

culture methods with a multi-step range shifter.
The one-dimensional optimization algorithms developed in the

current study can be extended to two or three dimensions if the cor-
responding physical data are available. The methodology developed for
physical quantity optimization can be conveniently extended to per-
form RBE-weighted dose optimization procedures if appropriate bio-
physical models are involved in the iteration process for solving the
beam weights. Biological dose optimization methods and results for
different ions will be reported elsewhere.
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